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Abstract

In this paper we introduce a new criterion in order to measure the variance and covariance risks in financial markets. Unlike past literature, we quantify the (co)variance risk by comparing the spread between the initial wealths required to obtain the same final utility in an incomplete and completed market case. We provide explicit solutions for both cases in a stochastic correlation framework where the market is completed by introducing volatility products, namely Variance Swaps. Using real data on major indexes, we find that this criterion provides a better measure of the market risks with respect to the (misleading) traditional approach based on the hedging demand.
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1 Introduction

This paper deals with the problem of quantifying and hedging the risks stemming from the stochasticity of assets variances as well as of their correlations. Past portfolio literature shares the common thought that the size of the hedging demand for variance risk is proportional to the (co)variance risk. The following table summarizes the variance hedging demand (in terms of % on the Merton myopic portfolio) found in the empirical literature on the major indexes:

<table>
<thead>
<tr>
<th></th>
<th>Liu05</th>
<th>CV05</th>
<th>BPT06 (declared)</th>
<th>BPT06 (correct)</th>
<th>DGI08</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP500</td>
<td>Very small</td>
<td>2.13</td>
<td>10</td>
<td>0.77</td>
<td>0.63</td>
</tr>
<tr>
<td>DAX</td>
<td>-</td>
<td>-</td>
<td>11</td>
<td>1.01</td>
<td>0.89</td>
</tr>
</tbody>
</table>

For most of the contributions, the hedging demand for stochastic volatility is small. In this paper we introduce a new criterion to measure the (co)variance risk. We show that hedging demand based criteria are misleading while dealing with variance and covariance risks in financial markets. We measure the (co)variance risk by comparing the spread between the initial wealths required to obtain the same final utility in an incomplete and completed market case. According to Leippold et al. (2007), we show that when completing the market by introducing volatility products (namely variance swaps), the additional initial wealth can be dramatically large. The additional expected utility based criterion provides a better measure of covariance risks than the size of hedging demand.

We consider an inter-temporal portfolio problem within the Wishart Affine Stochastic Correlation (WASC hereafter) model introduced by Da Fonseca et al. (2008): in our multi-dimensional model, asset’s volatilities evolve stochastically as well as their co-volatilities, following a Wishart process recently introduced in finance by Gourieroux and Sufana (2004) and extended by Buraschi et al. (2006). This affine model can be regarded as a multivariate version of the Heston (1993) one:

---

1 The first column is deduced by the paper of Liu (2005) and Liu (2007); the second column from Chacko and Viceira (2005), the third column contains the results declared by Buraschi et al. (2006); the fourth column contains the results of Buraschi et al. (2006) when we recompute their solution using the estimates and dataset presented in their paper, along with their model. The fifth column contains the values corresponding to the WASC model adopted in our paper. We detail in the empirical Section the computations of the table.

2 The only exception is the recent paper of Buraschi et al. (2006). However, when recomputing their solutions using their estimates, we obtain a totally different - but consistent with past literature - result. There seems to be an empirical mistake in their paper in implementing their solution. A Matlab code providing their solution is available on first author’s webpage (and is available upon request).
in fact, the volatility matrix is assumed to evolve according to the Wishart dynamics (mathematically developed by Bru (1991)), which represents the matrix analogue of the mean reverting square root process. In addition to the Heston model, it allows for a stochastic conditional correlation, which makes it a very promising process for financial applications.

When dealing with a stochastic (co-)volatility model, it is well known that an intertemporal hedging demand arises in the Merton-like optimal strategy, in order to take into account the fluctuations of the relevant stochastic factors. In the stochastic volatility literature, this phenomenon has been investigated from both theoretical and empirical point of view. Chacko and Viceira (2005) are amongst of the first to study empirically the optimal portfolio problem in a Heston stochastic volatility (incomplete) market setting. In an infinite horizon economy, they considered a recursive utility criterion. They found that the intertemporal hedging demand for reasonable values of the risk aversion parameter is small (about 2% of the Merton myopic portfolio). Liu (2005) and Liu (2007) considers constant relative risk aversion (CRRA) preferences and he finds similar results.

In a multi-asset setting, Buraschi et al. (2006) extended the analysis of Liu (2005) and Liu (2007) and Chacko and Viceira (2005) to the case where both volatilities and correlation are stochastic. They enhanced the model of Gourieroux and Sufana (2004) by introducing a special correlation structure among asset returns and their (co)volatilities. They obtained a model that is nested within the Wishart Affine Stochastic Correlation model independently introduced in Da Fonseca et al. (2008) in a option pricing framework. The main message of Buraschi et al. (2006) is that the intertemporal hedging demand coming from the presence of a stochastic correlation is a ”non-negligible fraction of the myopic portfolio, which often dominates the pure volatility hedging demand” (around 15 %). They conclude with the fact that correlation risk is high when compared to volatility risk.

However, it is well known that variance risk and hedging demand are different concepts. This is intuitive. For example, in the Heston model framework, if the volatility is independent of the asset returns, the hedging demand is known to be equal to zero. Nevertheless, in such a framework, there is obviously a variance risk that should be hedged some way. The zero-hedging demand only reflects the fact that variance risk cannot be hedged solely by trading the underlying (see e.g. Hull (2008)). The usual way to hedge such risk is to introduce assets that are known to depend on the additional risk factors. In a stochastic volatility
framework, the natural choice would consist in Variance Swaps, since they are (linear) forward contracts on the realized variance, thus they can span the uncertainty coming from the stochastic volatility. Leippold et al. (2007) follow this approach in the Heston (1993) framework. They quantify the variance risk by considering the additional utility coming from the introduction of Variance Swaps in the market. They compare the optimal allocations strategies in both complete and incomplete market and find that they can be drastically different in the two cases. In particular, in the complete market the optimal demand in the risky asset turns out to be a constant proportion of the wealth as in the usual Merton-like solution. What is more, the additional utility coming from the introduction of variance swaps can be very large even when intertemporal hedging demand is small, thus confirming that the latter cannot be considered as a measure for quantifying the variance risk.

In the first part of our paper we extend the idea of Leippold et al. (2007) to the case where variances and correlations are stochastic. We consider a market in which an agent endowed with a CRRA utility over terminal wealth holds a portfolio made of risky assets and variance swaps. The latter assets span the uncertainty coming from the stochastic variance-covariance matrix of the assets returns. Notice that in our framework Variance Swaps are also correlation products since they involve all the elements of the variance-covariance matrix. In the complete and incomplete market cases we find the optimal demand in risky assets and in the variance swaps. We then propose to test empirically the solutions, using a real dataset on S&P500 and DAX. Using both the underlying and variance swaps, we estimate the WASC model under both the historical and pricing measure. The empirical results unfold as follows: first, in the incomplete market case, we recover results similar to those found in the previously mentioned literature. Second, in the complete market case, we find a huge change in both optimal allocation strategy and associated expected utility. Roughly speaking, our results indicate that without variance swaps, the agent needs about 250 times his initial wealth in order to obtain the same expected utility level as in the complete market case, thus indicating a significant (co)variance risk in the market.

The paper is organized as follow. In Section 2, we present the stochastic correlation model used as a framework for this paper. In Section 3, we present the optimal portfolio allocation problem in both incomplete and complete market case. In Section 4 we review the estimation methodology along with the empirical results obtained in the paper. Section 5 concludes, while we gathered the
technical proofs in the Appendix.

2 The model

The model we adopt for describing the economy is the Wishart Affine Stochastic Correlation (WASC hereafter) model introduced in Da Fonseca et al. (2008). In this multi-asset market returns’s volatilities evolve stochastically as well as their co-volatilities. In fact, quadratic covariations evolve as additional stochastic factors. Moreover, according to Da Fonseca et al. (2008), in order to be consistent with the APT Factor Model, the dynamics of all variance-covariance factors are supposed to be a linear-affine. In this way we obtain the genuine multi-dimensional version of the the celebrated Heston (1993) model, where the square root variance process is replaced by a (matrix valued) Wishart process investigated by Bru (1991) and introduced in finance by Gourieroux and Sufana (2004) in a multi-asset framework. Let us briefly recall the main assumptions underlying the WASC model:

Assumption 2.1. The continuous time diffusive Factor Model is considered to be a linear-affine stochastic factor model with respect to assets’ returns $Y_{it}$ and variance-covariance factors $\Sigma_{kl}$.

In line with Da Fonseca et al. (2008), in this model (observed) returns and their variances can be explained as linear combinations of fundamental risk factors (including covariance risks) whose evolution is still a linear-affine process. As described in Gourieroux and Sufana (2004), it is possible to describe the stochastic evolution of a generic stochastic positive definite variance-covariance matrix within a linear-affine model with a non linear (cone) state space and Grasselli and Tebaldi (2008) state sufficient parametric conditions in order to obtain an admissible process preserving the cone state space formed by the set of positive definite symmetric matrices. For this reason we retain the Gourieroux and Sufana (2004) specification of the variance process:

Assumption 2.2. The stochastic covariance matrix follows a Wishart process.

The instantaneous variance covariance of the risky assets is a matrix $\Sigma_t$ which is assumed to satisfy the following dynamics:

$$
    d\Sigma_t = (\Omega \Omega^T + M \Sigma_t + \Sigma_t M^T) \, dt + \sqrt{\Sigma_t} \, dW_t Q + Q^T (dW_t)^T \sqrt{\Sigma_t},
$$

where $\Omega \Omega^T = \beta Q^T Q$, $\beta > n - 1$ and $\Omega$ is invertible.
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Equation (1) characterizes the Wishart process introduced by Bru (1991), see also Da Fonseca et al. (2007) for some financial interpretation of the parameters. Note that the first condition requires a proportionality relation between $\Omega\Omega^\top$ and $Q^\top Q$ and provides a strong reduction on the number of free parameters in the model. The proportionality (Gindikin) parameter $\beta$ is constrained to be larger than $n-1$. When $n=1$ we recover the standard condition granting the positivity of the process for the square-root diffusion model. In full analogy with the square-root diffusion process, the term $\Omega\Omega^\top$ is related to the expected long-term variance-covariance matrix $\Sigma_{\infty}$ through the solution to the following linear (Liapunov) equation:

$$-\Omega\Omega^\top = M\Sigma_{\infty} + \Sigma_{\infty}M^\top.$$

In a one dimensional model the matrix $M$ would collapse to the mean reversion velocity; in the multivariate situation the matrix $M$ is still responsible for the mean reversion effects, however in case of a non diagonal $M$ it will also generate an effective dynamic interaction between different asset volatilities. Similarly the matrix $Q$ is the multivariate counterpart of the volatility of volatility parameter in the Heston model.

Finally we consider the following extension of all previously known (affine) models:

**Assumption 2.3.** Brownian motions of the assets’ returns and those driving their instantaneous covariance matrix are linearly correlated.

This extension is motivated by the well known fact that within the Heston (1993) model it is possible to approximately reproduce observed skews only introducing a non zero correlation between the innovation of returns and the innovation driving variance. In the same way it is reasonable to expect that these correlations are needed in order to fully capture effects of dynamic stochastic correlations on multiple asset options.

In formulas, we consider a $n$-dimensional risky asset $S_t$ whose dynamics under the historical probability measure $\mathbb{P}$ are given by

$$dS_t = \text{diag}[S_t]\left[\mu_t(\omega)dt + \sqrt{\Sigma_t}dZ_t\right],$$

(2)

where $Z_t \in \mathbb{R}^n$ is a vector Brownian motion.

Under the above assumptions, Da Fonseca et al. (2008) showed that the correlation matrix among the Brownian motions has a very special and parsimonious form:
Proposition 2.1. (Da Fonseca et al. (2008)) Assumption 2.3 and Assumption 2.2 imply that
\[ dZ_t = \sqrt{1 - \rho^\top \rho} dB_t + dW_t \rho. \]
where \( \rho \in [-1, 1]^n \) and \( \rho^\top \rho \leq 1 \).

Remark 2.1. The market model introduced by Gourieroux and Sufana (2004) corresponds to the case \( \rho = 0 \), for which the Brownian motions of assets’ returns are assumed to be independent of the ones driving the volatility matrix, thus implying a flat skew effect on the implied volatility structure of vanilla options as discussed in Da Fonseca et al. (2008). The model of Buraschi et al. (2006) corresponds to the case \( \rho = (1, 0)^\top \), that is the Brownian motion driving the assets’ returns is generated by the (matrix) Brownian motion of the volatility process, so that their model can be viewed as the multi-dimensional version of the Heston-Nandi model, in which there is a perfect correlation between these noises.

2.1 The risk premia

The WASC model naturally accommodates a flexible parametrization of positive stochastic risk premia depending also on covariation levels. Following Gourieroux and Sufana (2004), in line of principle one should consider the general form for the risk premium of the risky assets, which is assumed to be a linear-affine combination of the risk factors. From the Riesz representation theorem of linear functionals, this implies the following general specification:

\[ \mu^k_t = r + \text{Tr}[\Theta^k_t \Sigma_t], \quad k = 1, \ldots, n, \]  

for some deterministic matrices \( \Theta^k_t \in M_n \). However, in order to grant the linear-affinity of the model (which implies the analytical tractability) under both the historical and risk neutral probability measures, some additional constraints on the functional form of the risk premia should be introduced. Technically speaking, the Girsanov change of drift for the Brownian motion \( Z \) inherits some restrictions on the transforms for both \( B \) and \( W \). Such constraints are in general quite difficult to manage and we will not investigate here the (delicate) question about the most general expression for the risk premium preserving the linear-affinity of the model: this is why instead of assuming the general form as in (3), we adopt the so called completely affine parametrization (in the terminology of Duffee (2002)) for the market price of risk as in Da Fonseca et al. (2008), thus leading to a price deflator whose dynamic is given by the following SDE:
\[
\frac{dH_t}{H_t} = -rdt + \text{Tr} \left[ \Lambda^T \sqrt{\Sigma_t} dW_t \right] - l^T \sqrt{\Sigma_t} dB_t,
\]

where \( \Lambda \in M_{n \times n}(\mathbb{R}) \), \( l \in \mathbb{R}^n \). In other words, the Girsanov changes of drifts for the Brownian motions \( W, B \) are parametrized by a matrix \( \Lambda \) and a vector \( l \in \mathbb{R}^n \) such that

\[
dW_t^Q = dW_t - \sqrt{\Sigma_t} \Lambda dt,
\]
\[
 dB_t^Q = dB_t + \sqrt{\Sigma_t} l dt,
\]

where \( W_t^Q \in M_n \) (resp. \( B_t^Q \)) is a matrix (resp. vector) Brownian motion under the risk neutral measure \( Q \). This means that the SDE describing the WASC model under the risk neutral measure \( Q \) is related to the original \( P \)-process by the following reparametrization:

\[
M^Q = M + Q^T \Lambda^T,
\]

so that the risk premium associated to the risky assets is given by (see also Da Fonseca et al. (2008))

\[
\Sigma_t \lambda_0 = \Sigma_t \left( \sqrt{1 - \rho^T \rho l} - \Lambda \rho \right).
\]

### 2.2 Variance and Covariance Swaps

In a Heston-like framework, Leippold et al. (2007) introduced the possibility to invest wealth into a Variance Swap, that is a linear contract on the realized variance which is perfectly correlated with the Brownian motion driving the variance process. Leippold et al. (2007) showed that the optimal investment strategy with and without a variance swap changes dramatically, even if the intertemporal hedging component in the optimal demand in the risky assets remains small in absolute value (according to Chacko and Viceira 2005 and Liu 2005). In fact, the size of the hedging demand indicates what can be done by just investing into the risky asset, but it tells very little about the size of the variance risk. For example, if the volatility process is independent of the asset’s noise, it is well known that the hedging demand is equal to zero (then the optimal strategy turns out to be the classic Merton’s one, see e.g. Example 7.4 p.305 in Karatzas and Shreve (1998) for the very general result), but of course the variance risk could be high and it should be computed in another way. In order to quantify the Variance Risk, Leippold et al. (2007) suggest to compute the additional utility coming from the introduction of the variance swap.
Following the idea of Leippold et al. (2007), we introduce some non redundant linear contracts which span the uncertainty coming from the stochastic variance-covariance matrix.

The first class of linear contracts consists in Variance Swaps, which are forward contracts on the realized variance. As commonly used in practice, the variance swaps price stands for the strike price of the corresponding forward contract on the realized variance. The variance swap rate on the $i$-th asset with maturity $T$ at time $t$ is given by:

$$VS^{ii}(t, T) = \frac{1}{T-t} E^Q_t \left[ \int_t^T \Sigma^{ii}_u du \right],$$

where $\Sigma^{ii}_u$ denotes the diagonal element of the variance-covariance matrix $\Sigma$ and is associated to the (instantaneous) variance of the $i$-th asset.

Since in the WASC model not only variances but also correlations are stochastic, we will consider a second class of derivatives, namely Covariance Swaps, in order to span the uncertainty coming from the stochastic correlations. In analogy with the variance swap, the Covariance Swap rate between assets $S_i$ and $S_j$ is given by

$$VS^{ij}(t, T) = \frac{1}{T-t} E^Q_t \left[ \int_t^T \Sigma^{ij}_u du \right].$$

Contrarily to Variance Swaps, Covariance Swap rates are not quoted in the market. However, Carr and Corso (2001) show how to construct a synthetic Covariance Swap by using the volatility products quoted in the market, such that pricing and hedging of (synthetic) Covariance Swaps can be performed efficiently. Since we work under the historical measure, we also need to estimate the risk premia of Covariance Swaps: in this case we will perform a Kalman filter estimation on the available variance swap rates in order to estimate also the covariance swaps’ risk premia, in line with Leippold et al. (2007).

**Remark 2.2.** Estimating Covariance Swaps’ risk premia using Variance Swaps prices could be quite surprising at a first attempt, but it is important to notice that in the WASC model Variance Swaps are correlation products since their prices involve all the information of the volatility-covolatility matrix (that is also the off-diagonal elements of the matrix $\Sigma$). In this sense it is quite natural to estimate correlation products by using (co-)volatility products like Variance Swaps, and this also explains the title of our paper.
We denote with $VS(t, T)$ the matrix (co-)variance swap rate whose elements are $VS^{ij}(t, T)$.

Since variance and covariance swaps are linear functions of the variance matrix $\Sigma_t$, we can easily deduce the (co-)variance swap rate by solving a linear ODE (which is much simpler than the procedure based on the characteristic function proposed by Leippold et al. (2007)). As shown in the Appendix, the (co-)variance swap rates are given by:

$$VS^{ij}(t, T) = \frac{1}{T - t} \text{Tr} \left[ \Sigma_t \int_t^T L^{ij}_u du \right] + \frac{1}{T - t} \int_t^T \text{Tr} \left[ e_{ij} e^{(u-t)M^Q} A_{21} du \right],$$

where the deterministic matrix $L$ is given by

$$L^{ij}_u = e^{(u-t)M^Q} e_{ij} e^{(u-t)M^Q},$$

(9)

($e_{ij}$ denotes the $ij$-element of the canonical basis of the set of square matrices) while the deterministic matrix $A_{21}$ is provided in the Appendix.

In conclusion, the variance and covariance swap rates (as well as their dynamics) are available in closed form in the Wishart specification for the variance-covariance matrix.

3 The optimal allocation problem

3.1 The portfolio problem in the incomplete market

In the first part of our analysis we consider the case where the (co-)variance swaps are not available in the market, so that the agent invests his initial wealth $X_0$ into the (incomplete) financial market consisting only in the risky assets $S_1^t, ..., S_n^t$.

The dynamics of the (self financing) wealth process is given by

$$dX_t = X_t \left( r + \pi_t^T \Sigma_t \lambda_0 \right) dt + X_t \pi_t^T \sqrt{\Sigma_t} dZ_t.$$  (10)

We consider an agent, endowed with a CRRA utility of terminal wealth with RRA coefficient $1 - \gamma$ greater than zero, who wants to find the optimal allocation strategy $(\pi_t)$ which solves the following problem

$$J(0, X_0, \Sigma_0) = \sup_{\pi} \mathbb{E} \left[ \frac{X_T^\gamma}{\gamma} \right],$$

(11)

where the investment horizon $T$ is assumed to be fixed and the set of admissible strategies $(\pi_t)$ is defined in order to grant the regularity of the wealth process.
and some additional integrability involving the utility function (see e.g. He and Pearson 1991 for technical details).

Following the duality-based argument of He and Pearson (1991), the optimization problem splits into two steps: the first step is the difficult one and consists in finding the optimal value function, while the second step is quite standard and consists in finding the optimal investment strategy by a martingale representation argument.

The following proposition represents the solution of the first step procedure:

**Proposition 3.1.** If the dynamic of the covariance matrix is given by (1) then the value function of the problem (11) is given by:

$$ J(0, X_0, \Sigma_0) = \frac{X_0^\gamma}{\gamma} e^{(1-\gamma)\text{Tr}[A(0,T)\Sigma_0]+(1-\gamma)B(0,T)} $$

where the deterministic matrix \( A(t,T) \) (resp. function \( B(t,T) \)) is explicitly given by (42) (resp. by (43)) in the Appendix.

Now by a standard argument we can find the optimal investment strategy: this is given by the following proposition.

**Proposition 3.2.** The optimal portfolio solution associated to the problem (11) is given by

$$ \pi_t = \frac{\lambda_0}{1-\gamma} + 2AQ^\top \rho, $$

where \( A \) is explicitly given by (42) in the Appendix.

**Remark 3.1.** Taking \( n = 2 \) and \( \rho = (1, 0)^\top \) we obtain the solution found in Buraschi et al. (2006)

$$ \pi^* = \frac{1}{1-\gamma} \left( \begin{array}{c} \lambda_0^1 \\ \lambda_0^2 \end{array} \right) + 2 \left( \begin{array}{c} A_{11}Q_{11} + A_{12}Q_{12} \\ A_{21}Q_{11} + A_{22}Q_{12} \end{array} \right), $$

**Remark 3.2.** In the 2–dimensional case with \( \rho^\top \rho < 1 \) we obtain the general solution

$$ \pi_t^* = \frac{1}{1-\gamma} \left( \begin{array}{c} \lambda_0^1 \\ \lambda_0^2 \end{array} \right) - \sqrt{1-\rho_1^2-\rho_2^2} \left( \begin{array}{c} l_1^1 \\ l_2^1 \end{array} \right) $$

$$ + 2 \left( \begin{array}{c} A_{11} (Q_{11}\rho_1 + Q_{21}\rho_2) + A_{12} (Q_{12}\rho_1 + Q_{22}\rho_2) \\ A_{21} (Q_{11}\rho_1 + Q_{21}\rho_2) + A_{22} (Q_{12}\rho_1 + Q_{22}\rho_2) \end{array} \right). $$
Remark 3.3. The optimal strategy in the incomplete market can also be deduced from the solution of the complete market case by constraining the optimal strategy to assign a zero proportion of wealth in the (co)variance swaps: this is the primal approach followed by Leippold et al. (2007).

In our empirical analysis we are going to show that, contrarily to what stated in Buraschi et al. (2006), the size of the intertemporal hedging demand is small in absolute value. In line of principle it may happen that the hedging demand is small due to some compensating effects on the sign of the variance-covariance components. Then, in the following proposition we decompose the hedging demand into pure volatility and co-volatility effects as in Buraschi et al. (2006), in order to show if the sizes of all these effects are indeed small. For simplicity and without loss of generality we illustrate the results in the two assets case.

Proposition 3.3. The optimal trading strategy due to the stochastic volatility can be decomposed in a correlation hedging component \( \pi_{corr} \), covariation hedging component \( \pi_{cov} \) and a volatility hedging component \( \pi_{vol} \). Within the WASC model these quantities for the first asset are given by

\[
\pi_{vol}^{1} = 2A_{11}(Q^\top \rho)^{1}
\]

\[
\pi_{cov}^{1} = 2A_{12} \tilde{\rho} \sqrt{\frac{\Sigma_{22}}{\Sigma_{11}}} (Q^\top \rho)^{1}
\]

\[
\pi_{corr}^{1} = 2A_{12} \left(-\tilde{\rho} \sqrt{\frac{\Sigma_{22}}{\Sigma_{11}}} (Q^\top \rho)^{1} + (Q^\top \rho)^{2}\right)
\]

and for the second asset

\[
\pi_{vol}^{2} = 2A_{22}(Q^\top \rho)^{2}
\]

\[
\pi_{cov}^{2} = 2A_{12} \tilde{\rho} \sqrt{\frac{\Sigma_{11}}{\Sigma_{22}}} (Q^\top \rho)^{2}
\]

\[
\pi_{corr}^{2} = 2A_{12} \left(-\tilde{\rho} \sqrt{\frac{\Sigma_{11}}{\Sigma_{22}}} (Q^\top \rho)^{2} + (Q^\top \rho)^{1}\right)
\]

where \((Q^\top \rho)^{i}\) stands for the \(i^{th}\) element of the vector \(Q^\top \rho\) and \(\tilde{\rho} = \frac{\Sigma_{12}}{\sqrt{\Sigma_{11} \Sigma_{22}}}\).

3.2 The portfolio problem in the completed market

Now we consider the problem of an agent who invests an initial wealth \(X_0\) into a the financial market consisting in the \(n\) risky assets \(S_{1t}, \ldots, S_{nt}\) but also in the
\( n(n + 1)/2 \) (co-)variance swaps described in the Section 2. Let us denote by 
\((\pi_t) = (\pi^1_t, ..., \pi^n_t)\) the proportion of wealth \(X_t\) invested into the risky assets 
\(S^1_t, ..., S^n_t\), and by \(\Pi_t \in M_n\) the fraction of wealth invested as notional for the (co-)
variance swap contract \((VS(t, T) - K)\), where at each time the agent initiates new variance swap contracts with the delivery price \(K\) set to be \(K = VS(t, T)\), so that the variance swap contract has zero initial value. This implies that under the risk neutral probability measure \(Q\) the dynamics of the variance swap contract is a martingale:

\[
dVS(t, T) = 0 dt + \frac{1}{T-t} \int_t^T e^{(u-t)M_Q} \left( \sqrt{\Sigma_t} (dW_u - \sqrt{\Sigma_t} d\Lambda_t) \right) Q + Q^\top \left( dW_t - \sqrt{\Sigma_t} d\Lambda_t \right)^\top e^{(u-t)M_Q^\top} du.
\]

**Remark 3.4.** The dynamics of the matrix contract \(VS(t, T)\) is symmetric. This symmetry can lead to some misleading interpretation of market incompleteness in our framework. In fact, the uncertainty induced by the (symmetric) stochastic volatility matrix \(\Sigma_t\) is strictly smaller than the one generated by the \(n^2\) Brownian motions \(W\), so that the \(n(n+1)/2\) (co-)variance swaps are sufficient to complete the market. This is a well-known feature of the symmetric matrix representation of the Wishart process, which carries less information than the whole filtration generated by the sources of uncertainty (see Gourieroux and Sufana (2004), page 17). Roughly speaking, we improperly call market completeness the possibility to perfectly hedge any derivative contract written on the traded assets. In other words, we will not consider the (mathematically interesting) problem of pricing and hedging a contingent claim whose payoff may depend on each component of the sources of uncertainty \(W, B\) (see the paper of Davis and Obloj (2007) for some recent results of this approach in a Heston framework).

By using the previous dynamics, the (self-financing) wealth process evolves according to the following SDE (see also Leippold et al. (2007)):

\[
dX_{\pi,\Pi} = \pi_t^\top \left( \Sigma_t \lambda_0 dt + \sqrt{\Sigma_t} dZ_t \right) + \text{Tr} \left[ \Pi_t dVS(t, T) \right].
\]

We consider the same optimization problem as in the incomplete case, i.e.:

\[
J(0, X_0, \Sigma_0) = \sup_{\pi, \Pi} \mathbb{E} \left[ \frac{\left( X_T^{\pi,\Pi} \right)^\gamma}{\gamma} \right],
\]

where the set of admissible strategies \((\pi^*, \Pi^*)\) is defined in the usual way in order to insure the existence of a strong solution to the SDE satisfied by the wealth process.
By the same argument as in the incomplete market case we get the following result:

**Proposition 3.4.** If the dynamic of the covariance matrix is given by (1) then the value function of problem (20) in the completed market is given by:

\[ J(0, X_0, \Sigma_0) = \frac{X_0^\gamma}{\gamma} e^{(1-\gamma)\text{Tr}[A(0,T)\Sigma_0] + (1-\gamma)B(0,T)} \]  

(21)

where the deterministic matrix \( A(t, T) \) (resp. function \( B(t, T) \)) is explicitly given by (47) (resp. by (48)) in the Appendix.

**Proposition 3.5.** Suppose that \( 1-\rho^T\rho \neq 0 \). If the agent can invest in a complete market consisting in the risky assets and the (co-)variance swaps, then the optimal proportion of wealth invested into the risky assets is given by

\[
\pi_t = -\frac{1}{1 - \rho^T\rho} X_0 \frac{\partial X}{\partial X} J (\lambda_0 + \Lambda \rho),
\]

(22)

while the optimal fractions of wealth invested as notional in (co-)variance swaps are implicitly given by

\[
\frac{1}{\tau} \int_0^\tau e^{s\mathcal{M}^\tau} \Pi_t e^{s\mathcal{M}^s} ds = \frac{1}{4(\gamma - 1)} \left( \Lambda (Q^{-1})^T + (Q^{-1}) \Lambda^T \right)
\]

\[
+ \frac{1}{4(\gamma - 1)} \left( \frac{1}{\sqrt{1 - \rho^T\rho}} \left( Q^{-1} \right)^T + Q^{-1} \frac{\rho^T}{\sqrt{1 - \rho^T\rho}} \right) + A,
\]

where \( A = A(t, T) \) is given by (47) in the Appendix.

Our result is analogous to the one obtained by Leippold et al. (2007) in the Heston framework. There is no intertemporal hedging demand for the risky assets in the presence of (co-)variance swap contracts: the optimal strategy is just the classic constant proportion solution found by Merton (1971). However, as we shall see in the next section, the proportion invested into the risky assets changes dramatically with respect to the incomplete market case. This is basically due to two reasons. The first one is linked to the high risk premium of (co)volatility risk \( \Lambda \) estimated in the market, while the second relies on leverages effects due to the presence of (co)volatility swaps.

**Remark 3.5.** In Buraschi et al. (2006) \( \rho^T\rho = 1 \), so that they would find a degenerate trading strategy in the presence of variance swap contracts: here the presence of a Brownian motion orthogonal to the volatility noise is crucial. In other words, in the model of Buraschi et al. (2006), the presence in the market of the (co-)variance swaps makes the risky assets redundant.
4 Empirical results

In this section we present our empirical results when using the WASC model on a real dataset. We first briefly review the methodology developed to estimate the WASC model under the historical measure. We will basically follow Da Fonseca et al. (2007) who estimated the WASC model using a C-GMM based procedure. Then, we focus on the estimation of the volatility risk premium, that is the risk premia associated to the matrix Wishart process. Using a Kalman filter based methodology as presented in Duffee and Stanton (2004) on a database of variance swaps (see also Leippold et al. (2007)) we estimate the variance risk premia, thus identifying the WASC model under both the historical probability measure and the risk neutral one.

4.1 Estimation of the WASC model under \( \mathbb{P} \)

We briefly recall the main results of Da Fonseca et al. (2007) on the estimation of the WASC under the historical probability. Based on the work of Chacko and Viceira (2005), we estimate the WASC model using moment conditions based on the empirical characteristic function. Methodologies of this kind are known as spectral generalized method of moments. This framework is particularly adapted to the WASC since its characteristic function is known in a closed form expression. Furthermore, using a continuum of moments as in Carrasco et al. (2007) increases the efficiency of the estimators when compared to those obtained in Chacko and Viceira (2005). The dataset used in the estimation consists in SP500 and DAX quotes ranging from January 2nd 1990 to June 30th 2007. We found that when the parameters are conveniently aggregated, the WASC model displays a behavior comparable to the one of the Heston model. What is more the estimated WASC models reproduce stylized effects such as contagion effects that can not be handled within the Heston model. Table 1 provides the parameter estimates for the WASC model with our dataset. We refer to Da Fonseca et al. (2007) for further details on the methodology and on the financial interpretation of the estimated parameters.

4.2 Estimation of the volatility risk premium

We turn our attention to the estimation of the variance risk premium. We use a database of variance swaps quotes on the indexes SP500, DAX ranging from June 21st 2006 to June 23rd 2007. Each day we have a term structure of variance swaps with maturities ranging from 1 month to 21 months, which makes 21 contracts.
The risk neutral dynamics of the (co-)variance matrix is:
\[
d\Sigma_t = (\Omega\Omega^\top + (M + Q^\top\Lambda^\top)\Sigma_t + \Sigma_t(M + Q^\top\Lambda^\top)^\top)dt + \sqrt{\Sigma_t}dW^Q_tQ + Q^\top \left( dW^Q_t \right)^\top \sqrt{\Sigma_t}.
\]

Pricing (co)variance swaps contracts involves the computation of
\[
\frac{1}{\tau} \int_t^{t+\tau} E^Q_t[\Sigma_u]du.
\]

Using the dynamics of the Wishart process and denoting by \(X_u = E^Q_t[\Sigma_u]\), we deduce that
\[
\frac{dX_u}{du} = \Omega\Omega^\top + (M + Q^\top\Lambda^\top)X_u + X_u(M + Q^\top\Lambda^\top)^\top.
\]

In order to compute the (co)-variance swaps value it is more convenient to rewrite the dynamics of equation (24) in a vector form. Denoting \(\bar{X}_u = \text{Vec}(X_u) = (X_{11}^u, X_{21}^u, \ldots, X_{nn}^u)^\top\) and \(\bar{B} = \text{Vec}(\Omega\Omega^\top)\), we are lead to the system:
\[
\frac{d\bar{X}_u}{du} = \bar{A}\bar{X}_u + \bar{B},
\]

with \(\bar{A} = I \otimes (M + Q^\top\Lambda^\top) + (M + Q^\top\Lambda^\top)^\top \otimes I^3\). Simple computations give
\[
\frac{1}{\tau} \int_t^{t+\tau} \bar{X}_u du = \frac{\bar{A}^{-1}}{\tau} \left[ e^{\bar{A} \tau} - I \right] \bar{X}_t - \bar{A}^{-1}\bar{B} + \frac{1}{\tau} \left[ e^{\bar{A} \tau} - I \right] (\bar{A}^{-1})^2\bar{B}.
\]

As a consequence the (co)-variance swap contracts are affine transform of the Wishart process and can be written as
\[
VS(t, T) = \tilde{A}\bar{X}_t + \tilde{B},
\]

with \(\tilde{A}\) and \(\tilde{B}\) identified from equation (26). We observe an affine transform of the latent factor \(X_t\) which leads to estimation strategies similar to those currently developed for affine term structure models. Since we have a factor model for the (co)-variance swaps contracts, we can duplicate the (co)variance swap contract using variance swaps contracts with different maturities. From the estimation point of view, we chose the (linearized) Kalman filtering estimation strategy as in Duffee and Stanton (2004) and Leippold et al. (2007). In order to fit within usual notations we rewrite the dynamics of the Wishart under the historical probability in vector form. Denoting \(Z_t = (\Sigma_{11}^t, \Sigma_{12}^t, \Sigma_{22}^t)^\top\) it is straightforward to obtain
\[
dZ_t = (LZ_t + K)dt + \Theta(Z_t)d\bar{W}_t,
\]

\(^3\otimes\) stands for the Kronecker product.
where $\bar{W}_t = (W_t^{11}, W_t^{12}, W_t^{21}, W_t^{22})^\top$ and $K, L, \Theta(Z)$ suitably defined from the WASC dynamics. Using Kalman filtering theory as presented in Brandt and He (2006) and Duffee and Stanton (2004) from the system (27) and (28) we estimate the market price of risk $\Lambda$ of the volatility. Table 2 presents the estimates of the market price of volatility risk. Table 3 describes the descriptive statistics around the dataset, while Table 4 provides descriptive statistics about the obtained variance swaps pricing errors.

### 4.3 Analysis of the estimation results

In this section, we review the main estimation results of the paper. We first discuss the empirical properties of the dataset and of the estimated variance swaps dynamics. Then we turn our attention toward the analysis of the hedging policy yielded by the estimated WASC model for both the complete and incomplete cases.

#### 4.3.1 Analysis of the estimation results

Summary statistics for the variance swap dataset are provided in Table 4. This dataset presents the usual features of variance time series, including asymmetric and leptokurtic distributions and a high degree of autocorrelation. The variance swap time series are presented in the Figures 2 for the DAX and 1 for the SP500. Most of the time, the term structure of variance swaps is increasing, but for a very special period of the dataset: around May 15th 2007, the launching of take profits in both the DAX and SP500 markets led to a drop in these indexes followed by an increase in the short term volatility due to well known leverage effects.

The estimation results for the variance risk premia is provided in Table 2. The matrix risk correction presents values that are close in terms of sign and magnitude to those obtained in the univariate case by Leippold et al. (2007). The risk neutral matrix drift is definite negative, as expected. The Table 4 presents descriptive statistics around the pricing errors obtained with the estimated WASC model. Globally, the pricing errors are below one volatility percentage point for the whole time series studied. The pricing errors for the DAX are presented in Figure 4 and for the SP500 in Figure 3. As expected, the pricing errors get higher in may 2007, due to the aforementioned take-profit event in the market. The quality of the variance swap pricing errors can also be viewed through the $R^2$ measure: the obtained figures are very close to the robust ones obtained in Leippold et al. (2007).
4.4 Analysis of optimal strategies in incomplete and completed market

In this subsection, we investigate the behavior of the optimal allocation strategies in both the incomplete and completed markets cases.

4.4.1 The optimal strategy in the incomplete market

When implementing the optimal solution for the WASC model using our dataset, we find that the size of the intertemporal hedging demand is indeed small (about 0.63% and 0.89%), in accordance to Chacko and Viceira (2005) and Liu (2005). This is in contrast with the result of Buraschi et al. (2006), who declared a size of about 10% and 11%. However, when implementing their strategy (using their model, estimates and dataset) we found a completely different result (around 0.7% - 1.01%): the re-computed results are in line with the one obtained in literature and in the WASC model. Thus, there seems to be a numerical mistake in their paper. Table 5 summarizes the aggregate hedging demands in (declared and correct) Buraschi et al. (2006) case as well as in our WASC case.

The main message in Buraschi et al. (2006) was that ”the optimal demand to hedge correlation risk is a non-negligible fraction of the myopic portfolio, which often dominates the pure volatility hedging demand” (see panel B of table III in Buraschi et al. (2006)). When recomputing their solution, the domination of the correlation hedge vanishes.

The Table 9 presents the loadings for both stocks in the optimal portfolio computed in the incomplete market case: the sign is in line with the classic Merton solution, with two long positions. What is more, when increasing the volatility of the matrix covariance process, the hedging demand does not exhibit a strong sensitivity. This is a serious problem when dealing with risk measures.

4.4.2 The optimal strategy in the completed market

In the completed market, the hedging strategy is significantly different. The size of the hedging ratios on the stocks are large when compared with the incomplete market case. What is more, they mainly depend on the market price of volatility risk. Furthermore, the position on the stocks are of opposite sign, even though the market price of risk are both positive. This is basically due to the possibility of leverage effects. In fact, with respect to the (co)variance swaps we get similar conclusions: we end up with large hedging ratios in both assets and covariance
swaps (in absolute value term) thus showing strong leverage effects. Our results are consistent with those obtained by Leippold et al. (2007).

A sensitivity analysis with respect to volatility of volatility (the matrix $Q$) reported in Table 10 shows the strong dependence of the hedging ratios on this parameter. This should be compared with the incomplete market case where hedging ratios are only slightly altered. Thus the (co)variance risk can not be analyzed within the incomplete market, or more precisely a market of stocks only.

This confirms, if necessary, that (co)variance risk should be handled with assets depending on volatility. Obviously, the (co)variance swaps suit perfectly that objective. Any vanilla options would also be a convenient choice (see e.g. Hull (2008)), unlike stocks. The choice of variance swap obviously relies on the linearity of the payoff function.

Clearly, we need a new measure for (co)variance risk. We propose to set the problem in terms of additional utility: we compare the required initial endowment to reach the same expected utility in the completed and incomplete market cases. We associate the spread between these amount of wealth to the size of (co)variance risk. This criterion is related to the utility-based indifference pricing, the main differences being that we consider variance swap prices as given and our problem is set in a dynamic perspective since we allow for trading in this asset. Table 10 confirms that our risk measure is a suitable candidate for representing the (co)variance risk in financial markets. In fact, this measure is highly sensible to risk parameters, like volatility of volatility. From a quantitative point of view, our results indicate that in the incomplete market case, this initial wealth should be equal to about 250 times the corresponding endowment when variance swaps are available.

5 Conclusion

In this paper, we propose a new (co)variance risk measure obtained when completing the stock market with non-redundant volatility products, i.e. variance swaps. We provide explicit formulas for the optimal portfolio in both the incomplete and completed market cases in a multivariate stochastic correlation framework. Once the model is estimated using the Kalman filter, an investigation of the empirical results obtained with SP500 and DAX clearly validates our approach.
6 Appendix

6.1 (Co)Variance Swaps rates

Using the dynamics of the Wishart process and denoting by $X_u = E_t^Q \{ \Sigma_u \}$, we deduce that
\[
\frac{dX_u}{du} = \Omega\Omega^\top + M^Q X_u + X_u M^Q^\top.
\]
Set $X_u = Z_u^{-1} Y_u$ thus getting
\[
\frac{d}{du} \left( Y \, Z \right) = \left( Y \, Z \right) \left( \begin{array}{cc} M^Q^\top & 0 \\ \Omega\Omega^\top & -M^Q \end{array} \right)
\]
\[
\left( \begin{array}{c} Y_u \\ Z_u \end{array} \right) = \left( \begin{array}{c} Y_t \\ Z_t \end{array} \right) \exp(u-t) \left( \begin{array}{cc} M^Q^\top & 0 \\ \Omega\Omega^\top & -M^Q \end{array} \right)
\]
\[
= \left( \begin{array}{cc} A_{11} & A_{12} \\ A_{21} & A_{22} \end{array} \right)
\]
so that
\[
X_u = e^{(u-t)M^Q} X_t e^{(u-t)M^Q^\top} + e^{(u-t)M^Q} A_{21},
\]
where we used the fact that $A_{12} = 0$ and $(e^{-(u-t)M^Q})^{-1} = e^{(u-t)M^Q}$.

By simple integration we obtain the matrix (co-)variance swap rate:
\[
VS(t,T) = \frac{1}{T-t} \int_t^T E_t^Q \{ \Sigma_u \} du
\]
\[
= \frac{1}{T-t} \int_t^T e^{(u-t)M^Q} \Sigma_t e^{(u-t)M^Q^\top} du + \frac{1}{T-t} \int_t^T e^{(u-t)M^Q} A_{21} du.
\]

Now from
\[
VS^{ij}(t,T) = \frac{1}{T-t} \int_t^T E_t^Q \left[ \int_t^T \Sigma_u^{ij} du \right]
\]
\[
= \frac{1}{T-t} \int_t^T \text{Tr} \left[ e_{ij} \Sigma_u \right] du
\]
we easily deduce
\[
VS^{ij}(t,T) = \frac{1}{T-t} \text{Tr} \left[ \Sigma_t \int_t^T L_u^{ij} du \right] + \frac{1}{T-t} \int_t^T \text{Tr} \left[ e_{ij} e^{(u-t)M^Q} A_{21} du \right],
\]
where $L_u^{ij} = e^{(u-t)M^Q^\top} e_{ij} e^{(u-t)M^Q}$.
6.2 Proof of proposition 3.1

The proof of proposition 3.1 is quite technical, so first of all we will give an idea of the procedure.

Following He and Pearson (1991), the dynamic optimization problem in the incomplete market can be transformed into a static one by duality theory, where the dual problem consists in finding the minimax martingale measure associated to the following problem:

\[
J(0, X_0, \Sigma_0) = \inf_{\nu \in Z^\perp} \sup_{X_T} \mathbb{E}\left[\frac{X_T^\gamma}{\gamma}\right] \\
\text{s.to: } \mathbb{E}[H_T X_T] \leq X_0
\]  

(30)

where \(\nu\) lies in the orthogonal space with respect to the market price of risk spanned by the asset prices and it is formally introduced in He and Pearson (1991). The economic intuition of the previous problem is that in this incomplete market there are infinitely many price deflators, each of which can be written as the sum of two orthogonal components: the first one is associated to \(\lambda_0\) which is spanned by the market, while the second one is parametrized by \(\nu \in Z^\perp\), where (roughly speaking) \(Z^\perp\) denotes the orthogonal part of the assets’ noises. The minimax martingale measure corresponds to the state price density which minimizes this orthogonal part consistently with the CRRA utility criterion. The technical point consists in finding a suitable decomposition of the orthogonal part \(Z^\perp\) in order to solve explicitly the minimization problem associated to the variable \(\nu\).

Without loss of generality we will assume that \(\rho^\top \rho \neq 0\). Notice that the case \(\rho^\top \rho = 0\) is easy to treat: it corresponds to the case where the volatility matrix is independent of assets’ returns, and is well known that the optimal investment strategy in this case coincides with the Merton’s ones, see e.g. Karatzas and Shreve (1998) page 305.

From a standard duality argument (see He and Person 1991) the optimal terminal wealth can be written in the following form:

\[
X_T^* = (y H_T)^{1/\gamma},
\]

(31)

so that

\[
J(0, X_0, \Sigma_0) = X_0^\gamma \inf_{\nu \in Z^\perp} \frac{1}{\gamma} \mathbb{E}\left[(H_T)^{2/\gamma}\right]^{1-\gamma},
\]

therefore we can reduce to the following problem:
\[ \hat{f}(0, Y_0, \Sigma_0) = \inf_{\nu \in Z^\perp} \mathbb{E} \left[ (H_T)_{\nu}^\gamma \right], \]  

(32)

where the state variables consist in the Wishart process \( \Sigma \) and market returns \( Y_t \) whose dynamics come directly from (2).

Knowing that \( dZ = \sqrt{1 - \rho^\top \rho} dB + dW \rho \) we define \( \{ \alpha_i; i = 1 \ldots n - 1 \} \) such that

\[ \begin{align*}
\alpha^\top_i \alpha_j &= \delta_{ij} \quad (33) \\
\alpha^\top_i \rho &= 0 
\end{align*} \]

(34)

thus we have \( I_n = \rho \rho^\top + \sum_{i=1}^{n-1} \alpha_i \alpha_i^\top \), where \( I_n \) denotes the \( n \times n \) identity matrix.

Define

\[ \begin{align*}
\alpha^\top_i \rmd Z^\perp_i &= \rmd W \alpha_i, i = 1 \ldots n - 1 \quad (35) \\
\rmd Z^\perp_n &= -\sqrt{\rho^\top \rho} dB + \sqrt{\frac{1 - \rho^\top \rho}{\rho^\top \rho}} dW \rho 
\end{align*} \]

(36)

then \((Z, Z^\perp_i)\) are \( n + 1 \) independents \( n \) dimensional Brownian motions. Let \( \{ \nu_i = \Lambda \alpha_i, i = 1 \ldots n - 1 \} \) be the projection of the market price of volatility risk on the set of all possible directions \( \alpha_i \) orthogonal to the market (and the Brownian motion \( B \)) and \( \nu_n = \sqrt{1 - \rho^\top \rho} \Lambda + \sqrt{\rho^\top \rho} l \), that is (minus) the projection of the risk premium \(-\Lambda \beta \) along the direction \((\sqrt{1 - \rho^\top \rho} \rho, -\sqrt{\rho^\top \rho})\).

By standard techniques, let us consider the change of measure associated to the following Radon-Nykodim derivative:

\[
\frac{d\mathbb{P}^\gamma}{d\mathbb{P}} \mid \mathcal{F}_t = \mathcal{E}(\gamma \frac{\lambda}{\gamma - 1} \sqrt{\Sigma} \lambda_0, Z), \prod_{i=1}^{n} \mathcal{E}(-\gamma \frac{\lambda}{\gamma - 1} \sqrt{\Sigma} \nu_i, Z^\perp_i)_t
\]

where \( \mathcal{E}(\theta, Z)_t = e^{\int_0^t \theta^\top dZ_s - \frac{1}{2} \int_0^t \theta^\top \theta ds} \). Under \( \mathbb{P}^\gamma \) the Brownian motions change according to:

\[ \begin{align*}
\rmd B^\gamma &= \rmd B + \frac{\gamma}{\gamma - 1} \sqrt{\Sigma} \lambda_0 \rmd t, \\
\rmd W^\gamma &= \rmd W - \frac{\gamma}{\gamma - 1} \sqrt{\Sigma} \lambda \rmd t \\
&= \rmd W_t - \frac{\gamma}{\gamma - 1} \sqrt{\Sigma} t \left( \frac{\lambda \rho^\top}{\rho^\top \rho} + \sum_{i=1}^{n-1} \nu_i \alpha_i^\top \right) \rmd t
\end{align*} \]

and from (8) and the definition of \( \nu_n \) it follows that
so that

\[
dW_t^\gamma = dW_t - \frac{\gamma}{\gamma - 1} \sqrt{\Sigma_t} \left( \frac{1 - \rho^\top \rho}{\rho^\top \rho} \nu_n \rho^\top + \sum_{i=1}^{n-1} \nu_i \alpha_i^\top - \lambda_0 \rho^\top \right) dt.
\]

The orthogonal decomposition for the Brownian motions reads:

\[
dZ_t^\gamma = dZ_t + \frac{\gamma}{\gamma - 1} \sqrt{\Sigma_0} dt,
\]

\[
d(Z_t^\gamma)^\perp = dZ_t^\perp - \frac{\gamma}{\gamma - 1} \sqrt{\Sigma_t} dt,
\]

such that under \( \mathbb{P}^\gamma \) the dynamics of the Wishart covariance matrix becomes

\[
d\Sigma_t = \left( \Omega \Omega^\top + M^\gamma \Sigma_t + \Sigma_t (M^\gamma)^\top \right) dt + \sqrt{\Sigma_t} dW_t^\gamma Q + Q^\top (dW_t^\gamma)^\top \sqrt{\Sigma_t},
\]

with

\[
M^\gamma = M + \frac{\gamma}{\gamma - 1} Q^\top \left( \frac{1 - \rho^\top \rho}{\rho^\top \rho} \nu_n \rho^\top + \sum_{i=1}^{n-1} \nu_i \alpha_i^\top - \lambda_0 \rho^\top \right)^\top
\]

while the dynamics of the market returns become

\[
dY_t = \left( r - \frac{1}{2} \text{Vec}(e_i \Sigma_t) - \frac{1}{\gamma - 1} \Sigma_t \lambda_0 \right) dt + \sqrt{\Sigma_t} dZ_t^\gamma,
\]

With this change of measure the previous problem (32) becomes:

\[
\hat{J}(0, Y_0, \Sigma_0) = \inf_{\nu} \mathbb{E}^\gamma \left[ \exp \left\{ -\frac{\gamma}{\gamma - 1} \int_0^T r ds + \frac{\gamma}{2 (\gamma - 1)^2} \int_0^T \left( \lambda_0^\top \Sigma_s \lambda_0 + \sum_{i=1}^n \nu_i^\top \Sigma_s \nu_i \right) ds \right\} \right].
\]

By the Feynman-Kac formula \( \hat{J}(0, Y_0, \Sigma_0) \) solves the following (HJB) PDE:

\[
\frac{\partial \hat{J}}{\partial t} = \inf_{\nu, i=1, \ldots, n} \left\{ \mathcal{L}_{Y, \Sigma} \hat{J} + \hat{J} \left( -\frac{\gamma}{\gamma - 1} r + \frac{\gamma}{2 (\gamma - 1)^2} \left( \lambda_0^\top \Sigma_0 \lambda_0 + \sum_{i=1}^n \nu_i^\top \Sigma_0 \nu_i \right) \right) \right\}
\]

\[
\hat{J}(T, Y, \Sigma) = 1
\]

where

\[
\mathcal{L}_{Y, \Sigma} = \text{Tr} \left[ \Omega \Omega^\top D + M^\gamma \Sigma D + \Sigma (M^\gamma)^\top D + 2 \Sigma D Q^\top Q D \right] + \nabla_Y \left( r \mathbf{1} - \frac{1}{2} \text{Vec} [\Sigma^\top] - \frac{1}{\gamma - 1} \Sigma \lambda_0 \right) + \frac{1}{2} \nabla_Y \Sigma \nabla_Y^\top
\]

\[
+ 2 \text{Tr} \left[ D Q^\top \rho \nabla_Y \Sigma \right]
\]
denotes the infinitesimal generator of the Wishart dynamics together with the assets' returns under the measure \( \mathbb{P}^\gamma \).

Let us now find out the optimal values for \( \nu_i^*, i = 1, \ldots, n \) associated to the minimax probability measure. The first order conditions give

\[
0 = \partial_{\nu_i} \mathcal{L}_{\gamma, \Sigma}^{\gamma} \hat{J} + \hat{J} \frac{\gamma}{2(\gamma - 1)^2} \partial_{\nu_i} (\nu_i^\top \Sigma \nu_i)
\]

then

\[
\begin{align*}
\nu_i^* &= (1 - \gamma) \left( \frac{D\hat{J} + D\hat{J}^\top}{\hat{J}} \right) Q^\top \alpha_i \quad i = 1 \ldots n - 1 \\
\nu_n^* &= (1 - \gamma) \left( \frac{D\hat{J} + D\hat{J}^\top}{\hat{J}} \right) \sqrt{\frac{1 - \rho^\top \rho}{\rho^\top \rho}} Q^\top \rho.
\end{align*}
\]

By replacing \( \nu^* \) into the HJB equation and using the matrix identity decomposition based on \( \{\alpha_i; i = 1 \ldots n - 1\} \) we obtain:

\[
\begin{align*}
-\partial_t \hat{J} &= \text{Tr} \left[ \Omega \Omega^\top D\hat{J} + M \Sigma D\hat{J} + \Sigma M^\top D\hat{J} \right] + \text{Tr} \left[ 2\Sigma DQ^\top Q D\hat{J} \right] - \hat{J} \frac{\gamma}{\gamma - 1} r \\
&+ \hat{J} \frac{\gamma}{2(\gamma - 1)^2} \lambda_0^\top \Sigma \lambda_0 + 2 \text{Tr} \left[ DQ^\top \rho \nabla Y \Sigma \hat{J} \right] \\
&+ \nabla Y \left( r 1 - \frac{1}{2} \text{Vec} [\Sigma^u] - \frac{1}{\gamma - 1} \Sigma \lambda_0 \right) \hat{J} + \frac{1}{2} \nabla Y \Sigma \nabla Y^\top \hat{J} \\
- \text{Tr} \left[ \frac{\gamma}{2} \hat{J} \Sigma \left( \frac{D\hat{J}}{\hat{J}} + \frac{D\hat{J}^\top}{\hat{J}} \right) Q^\top \left( I_n - \frac{\rho \rho^\top}{\rho^\top \rho} \right) Q \left( \frac{D\hat{J}}{\hat{J}} + \frac{D\hat{J}^\top}{\hat{J}} \right) \right] \\
- \text{Tr} \left[ \frac{\gamma}{2} \hat{J} \Sigma \left( \frac{D\hat{J}}{\hat{J}} + \frac{D\hat{J}^\top}{\hat{J}} \right) Q^\top \rho \rho^\top Q \left( \frac{D\hat{J}}{\hat{J}} + \frac{D\hat{J}^\top}{\hat{J}} \right) \right] \left( \frac{1 - \rho^\top \rho}{\rho^\top \rho} \right) \\
- \frac{\gamma}{\gamma - 1} \text{Tr} \left[ Q^\top \rho \lambda_0^\top \Sigma D\hat{J} + \lambda_0^\top \rho^\top Q D\hat{J} \Sigma \right]
\end{align*}
\]

\( \hat{J}(T, Y, \Sigma) = 1. \)

We guess an exponential affine function of the form

\[
\hat{J}(t, Y, \Sigma) = e^{\text{Tr}[A(t, T)\Sigma] + B(t, T) + C(t, T)^\top Y},
\]

so that

\[
\begin{align*}
\partial_t \hat{J} &= \hat{J} \text{Tr} \left[ \partial_t A(t, T) \Sigma \right] + \hat{J} \partial_t B(t, T) + \hat{J} \partial_t C(t, T)^\top Y \\
D\hat{J} &= \hat{J} A(t, T).
\end{align*}
\]

Plugging it into the HJB equation and collecting terms gives the matrix Riccati ODE:
\[-\partial_t A = A \left( M - \frac{\gamma}{\gamma - 1} Q^\top \rho \lambda_0 + Q^\top \rho C^\top \right) + \left( M - \frac{\gamma}{\gamma - 1} Q^\top \rho \lambda_0 + Q^\top \rho C^\top \right)^\top A \]

\[+ 2AQ^\top QA - 2\gamma AQ^\top \left( I_n - \frac{\rho \rho^\top}{\rho^\top \rho} \right) QA + \frac{\gamma}{2(\gamma - 1)^2} \lambda_0 \lambda_0^\top + \frac{1}{\gamma - 1} C \lambda_0^\top + 2\gamma AQ^\top \rho \rho^\top QA \left( \frac{1 - \rho^\top \rho}{\rho^\top \rho} \right) \]

and the following linear ODEs for \(B(t, T)\) and \(C(t, T)\):

\[-\partial_t B = \text{Tr} \left[ \Omega \Omega^\top A \right] + C^\top r 1 - \frac{\gamma}{\gamma - 1} r \]

\[-\partial_t C = 0,\]

the initial conditions being \(A(T, T) = 0 \in M_n, B(T, T) = 0\) and \(C(T, T) = 0 \in \mathbb{R}^n\). We deduce that \(C(t, T) \equiv 0\) therefore (40) can be written in a simpler form

\[
\begin{cases}
-\partial_t A = A \Gamma + \Gamma^\top A + A \Delta A + K \\
A(T, T) = 0
\end{cases}
\]  

(41)

with

\[
\Gamma = M - \frac{\gamma}{\gamma - 1} Q^\top \rho \lambda_0^\top, \\
\Delta = 2Q^\top \left( I_n(1 - \gamma) + \gamma \rho \rho^\top \right) Q, \\
K = \frac{\gamma}{2(\gamma - 1)^2} \lambda_0 \lambda_0^\top.
\]

Using the linearization procedure we obtain:

\[A(t, T) = P_{22}^{-1} P_{21} \]  

(42)

\[B(t, T) = -\frac{\beta}{2} \text{Tr} \left[ \log P_{22} + (T - t)\Gamma \right] - \frac{\gamma(T - t)r}{\gamma - 1}, \]  

(43)

with

\[
\begin{pmatrix}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{pmatrix}
= \exp \left( (T - t) \begin{pmatrix}
\Gamma & -\Delta \\
K & -\Gamma^\top
\end{pmatrix}\right).
\]

The last thing to check is the absence of duality gap, that is that the value function of the primal problem and the dual one are the same. From standard duality theory (see e.g. Hobson (2004)) it turns out that there is no duality gap if

\[E_t \left[ (H_T)^{\gamma - 1} \right] < +\infty.\]
This is equivalent to say that the flow of the matrix Riccati ODE (41) is well defined, and by Grasselli and Tebaldi (2008) this happens provided that the quadratic term in the Riccati ODE is positive definite. Therefore there is no duality gap if
\[ I_n(1 - \gamma) + \gamma \rho \rho^\top \gg 0. \]

Now, for \( \gamma < 0 \)
\[ I_n(1 - \gamma) + \gamma \rho \rho^\top = I_n - \gamma (I_n - \rho \rho^\top) \]
is positive definite because \( \gamma < 0 \) and \( (I_n - \rho \rho^\top) \) is positive definite, in fact from
\[ (I_n - \rho \rho^\top) \left( I_n + \frac{\rho \rho^\top}{\rho^\top \rho} \right) = I_n \]
it follows that it is the inverse of a positive definite matrix.
Otherwise, for \( 0 < \gamma < 1 \),
\[ I_n - \gamma (I_n - \rho \rho^\top) \gg I_n - (I_n - \rho \rho^\top), \]
which is also positive definite, since \( \rho \rho^\top \) is. The proof is now complete.

### 6.3 Proof of proposition 3.2

From the expression of the optimal terminal wealth (31) in terms of the price deflator and the fact that under optimality the product \( X^*_t H_t \) is a martingale it follows that
\[ X_t = H_t e^{\frac{1}{\gamma-1} \text{Tr} [A(t,T) \Sigma_t] + B(t,T)}. \]

Now we differentiate both sides and we equate the diffusions terms, thus obtaining:
\[ \pi^\top \sqrt{\Sigma} dZ = \frac{1}{\gamma-1} \left( \text{Tr} \left[ \Lambda^\top \sqrt{\Sigma_i} dW_i \right] - t^\top \sqrt{\Sigma_i} dB_i \right) + 2 \text{Tr} [QA \sqrt{\Sigma} dW] \]
\[ = \text{Tr} \left[ \left( \frac{1}{\gamma-1} \Lambda + 2AQ^\top : \frac{-1}{\gamma-1} t \right) (dW : dB)^\top \sqrt{\Sigma} \right] \]

Denoting by \( \tilde{\rho} = (\rho^\top, \sqrt{1 - \rho^\top \rho})^\top \), \( \{u_i = (\alpha_i^\top, 0)^\top \ i = 1..n - 1 \} \) and \( u_n = (\frac{\sqrt{1 - \rho^\top \rho}}{\rho^\top \rho} \rho^\top, -\sqrt{\rho^\top \rho})^\top \) we have the identity decomposition
\[ I_{n+1} = \tilde{\rho} \tilde{\rho}^\top + \sum_{i=1}^{n} u_i u_i^\top, \quad (44) \]
so that the previous equality reads:
\[
\text{Tr} \left[ \pi \hat{\rho}^T (dW^t dB)^T \sqrt{\Sigma} \right] = \text{Tr} \left[ \left( \frac{1}{\gamma - 1} \Lambda + 2AQ^T \frac{-1}{\gamma - 1} l \right) I_{n+1} (dW^t dB)^T \sqrt{\Sigma} \right]
\]

\[
= \text{Tr} \left[ \left( \frac{1}{\gamma - 1} \Lambda + 2AQ^T \frac{-1}{\gamma - 1} l \right) \left( \hat{\rho} \hat{\rho}^T + \sum_{i=1}^{n} u_i u_i^T \right) (dW^t dB)^T \sqrt{\Sigma} \right]
\]

Now we identify the diffusion terms along the direction \( \hat{\rho} \) and we get:

\[
\pi = \frac{1}{\gamma - 1} \Lambda \rho + 2AQ^T \rho - \frac{1}{\gamma - 1} l \sqrt{1 - \rho^T \rho}
\]

\[
= \frac{\lambda_0}{1 - \gamma} + 2AQ^T \rho.
\]

### 6.4 Proof of proposition 3.3

The hedging component due to stochastic volatility is given by \( 2AQ^T \rho \) which is equal to \( -\frac{2J_{XX}}{J_{XX}} Q^T \rho \) whose first row can be rewritten as

\[
-\frac{2J_{XX}}{X^T \partial X} \left( Q^T \rho \right)^1 = \frac{2J_{XX}}{X^T \partial X} \frac{\Sigma_{22}^{11}}{\Sigma_{11}^{11}} \left( -\frac{\hat{\rho}^T}{\Sigma_{11}^{11}} (Q^T \rho)^1 + \frac{1}{\sqrt{\Sigma_{11}^{11} \Sigma_{22}^{22}}} (Q^T \rho)^2 \right)
\]

(45)

(46)

Following Buraschi et al. (2006) we qualify the first term as the pure volatility hedging component, the second term is the covariance hedging due to volatility and the last term is the correlation hedging component. Using the fact that

\[
-\frac{\partial^2 J_{XX}}{X^T \partial X} J_{XX} = A
\]

we obtain the annonced result.

### 6.5 Proof of Proposition 3.4

By standard arguments based on duality theory in complete markets (see e.g. Karatzas and Shreve 1998), the value function \( J(0, X_0, \Sigma_0) \) is given by

\[
J(0, X_0, \Sigma_0) = \frac{X_0^T}{\gamma} \mathbb{E} \left[ (H_T)^{\frac{\gamma - 1}{\gamma}} \right].
\]

From (4),

\[
\mathbb{E} \left[ (H_T)^{\frac{\gamma - 1}{\gamma}} \right] = \mathbb{E} \left[ \exp \left( -\frac{\gamma - 1}{\gamma} r T - \frac{\gamma}{2(\gamma - 1)} \text{Tr} \left[ \int_0^T \Lambda^T \Sigma_s ds \right] - \frac{\gamma}{2(\gamma - 1)} \int_0^T l^T \Sigma_s l ds \right) \right.

+ \frac{\gamma}{\gamma - 1} \text{Tr} \left[ \int_0^T \Lambda^T \sqrt{\Sigma_s} dW_s \right] - \frac{\gamma}{\gamma - 1} \int_0^T l^T \sqrt{\Sigma_s} dB_s \bigg] \right)

= \mathbb{E} \left[ \exp \left( -\frac{\gamma - 1}{\gamma - 1} r T + \frac{\gamma}{2(\gamma - 1)^2} \text{Tr} \left[ \int_0^T \Lambda^T \Sigma_s ds \right] + \frac{\gamma}{2(\gamma - 1)^2} \int_0^T l^T \Sigma_s l ds \right) \right]
\]
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where in the last equality we made the same change of measure $\mathbb{P} \to \mathbb{P}^\gamma$ as in the incomplete market case. Following the same reasoning we find that:

$$J(t, X_t, \Sigma_t) = \frac{X_t^\gamma}{\gamma^T} e^{(1-\gamma)Tr[A(t,T)\Sigma_t] + (1-\gamma)B(t,T)}$$

where $A(t, T)$ and $B(t, T)$ are given by

$$A(t, T) = P_{22}^{-1}P_{21}$$
$$B(t, T) = -\frac{\beta}{2} \text{Tr} [\log P_{22} + (T-t)\Gamma] - \frac{\gamma(T-t)r}{\gamma - 1},$$

with

$$\left( \begin{array}{cc} P_{11} & P_{12} \\ P_{21} & P_{22} \end{array} \right) = \exp \left( (T-t) \left( \begin{array}{cc} \Gamma & -\Delta \\ K & -\Gamma^T \end{array} \right) \right)$$

where

$$\Gamma = M + \frac{\gamma}{\gamma - 1} Q^\top \Lambda^\top,$$
$$\Delta = 2Q^\top Q,$$
$$K = \frac{\gamma}{\gamma - 1} \left( \Lambda \Lambda^\top + \Lambda^\top \right).$$

### 6.6 Proof of Proposition 3.5

In order to determine the optimal weights $(\pi^*, \Pi^*)$, as in the incomplete market case from $X_t = H_t^{\frac{1}{\gamma - 1}} e^{Tr[A(t,T)\Sigma_t] + B(t,T)}$ we differentiate both sides and we equate the diffusions terms, thus obtaining:

$$Tr \left[ \left( dZ_t \pi_t^\top + \frac{2}{\tau} dW_t Q\Phi_t \right) \sqrt{\Sigma} \right] = Tr \left[ \left( \frac{1}{\gamma - 1} \Lambda + 2AQ^\top: \frac{-1}{\gamma - 1} l \right) I_{n+1} (dW;dB)^\top \sqrt{\Sigma} \right]$$

where

$$\Phi_t = \int_0^\tau e^{sM^g \top} \Pi_t e^{sM^g} ds.$$

Since the equality holds for all $\Sigma_t$ we deduce:

$$\left( \pi_t \rho^\top + \frac{2}{\tau} (\Phi_t Q^\top:0) \right) (dW;dB)^\top = \left( \frac{1}{\gamma - 1} \Lambda + 2AQ^\top: \frac{-1}{\gamma - 1} l \right) \left( \tilde{\rho} \rho^\top + \sum_{i=1}^n u_i u_i^\top \right) (dW;dB)^\top,$$

which leads to:

$$\pi_t \rho^\top + \frac{2}{\tau} (\Phi_t Q^\top:0) \left( \tilde{\rho} \rho^\top + \sum_{i=1}^n u_i u_i^\top \right) = \left( \frac{1}{\gamma - 1} \Lambda + 2AQ^\top: \frac{-1}{\gamma - 1} l \right) \left( \tilde{\rho} \rho^\top + \sum_{i=1}^n u_i u_i^\top \right)$$

(49)
Now by identifying the diffusion terms along the direction $\tilde{\rho}$ we get

$$\pi_t + \frac{2}{\tau} \Phi_t Q^\top \rho = \frac{1}{\gamma - 1} \Lambda \rho + 2AQ^\top \rho - \frac{\sqrt{1 - \rho^\top \rho}}{\gamma - 1} l = \frac{\lambda_0}{1 - \gamma} + 2AQ^\top \rho$$

while by projecting along the (orthogonal) direction $u_n$ we have

$$\frac{2}{\tau} \Phi_t Q^\top \rho \frac{\sqrt{1 - \rho^\top \rho}}{\sqrt{\rho^\top \rho}} = \left( \frac{1}{\gamma - 1} \Lambda \rho + 2AQ^\top \rho \right) \frac{\sqrt{1 - \rho^\top \rho}}{\sqrt{\rho^\top \rho}} + \frac{\sqrt{\rho^\top \rho}}{\gamma - 1} l,$$

which leads to

$$\frac{2}{\tau} \Phi_t Q^\top \rho = 2AQ^\top \rho + \frac{1}{\gamma - 1} \frac{1}{1 - \rho^\top \rho} (\Lambda \rho + \lambda_0 \rho^\top \rho).$$

Now we plug the previous expression into (49) and rearranging terms we arrive to

$$\pi_t = -\frac{1}{\gamma - 1} \frac{1}{1 - \rho^\top \rho} (\lambda_0 + \Lambda \rho).$$

In order to determine $\Phi$ we project the relation (49) along the (orthogonal) directions $u_i \ i = 1, \ldots, n - 1$, thus obtaining:

$$\frac{2}{\tau} \Phi_t Q^\top \alpha_i \alpha_i^\top = \frac{1}{\gamma - 1} \Lambda \alpha_i \alpha_i^\top + 2AQ^\top \alpha_i \alpha_i^\top.$$

Now summing up the equalities with respect of all directions and using the identity decomposition we arrive to the symmetric matrix representation for $\Phi$:

$$\frac{1}{\tau} \Phi_t = \frac{1}{4(\gamma - 1)} \left( \Lambda (Q^{-1})^\top + Q^{-1} \right) \Lambda^\top + \frac{l \rho^\top}{\sqrt{1 - \rho^\top \rho}} \left( Q^{-1} + Q^{-1} \frac{\rho l^\top}{\sqrt{1 - \rho^\top \rho}} \right) + A,$$

which gives the result.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{11}$</td>
<td>-3.44</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.239)</td>
</tr>
<tr>
<td>$M_{12}$</td>
<td>1.17</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.211)</td>
</tr>
<tr>
<td>$M_{21}$</td>
<td>0.22</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.469)</td>
</tr>
<tr>
<td>$M_{22}$</td>
<td>-2.87</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.21)</td>
</tr>
<tr>
<td>$Q_{11}$</td>
<td>-0.05</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.01)</td>
</tr>
<tr>
<td>$Q_{12}$</td>
<td>-0.1</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.012)</td>
</tr>
<tr>
<td>$Q_{21}$</td>
<td>0.07</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$Q_{22}$</td>
<td>0.07</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>10.65</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.733)</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.3</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.067)</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>-0.2</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>(0.071)</td>
</tr>
</tbody>
</table>

Table 1: Estimation results of the WASC under the $\mathbb{P}$ probability measure.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{11}$</td>
<td>-31.57</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>(-)</td>
</tr>
<tr>
<td>$A_{12}$</td>
<td>18.95</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>(-)</td>
</tr>
<tr>
<td>$A_{21}$</td>
<td>14.74</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>(-)</td>
</tr>
<tr>
<td>$A_{22}$</td>
<td>-18.95</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>(-)</td>
</tr>
</tbody>
</table>

Table 2: Variance risk premium matrix
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### SP500 Descriptive statistics

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.13</td>
<td>0.02</td>
<td>0.49</td>
<td>2.76</td>
<td>0.9988</td>
</tr>
<tr>
<td>3</td>
<td>0.14</td>
<td>0.02</td>
<td>0.39</td>
<td>2.69</td>
<td>0.9991</td>
</tr>
<tr>
<td>6</td>
<td>0.14</td>
<td>0.01</td>
<td>0.4</td>
<td>2.88</td>
<td>0.9996</td>
</tr>
<tr>
<td>12</td>
<td>0.15</td>
<td>0.01</td>
<td>0.4</td>
<td>2.89</td>
<td>1.0001</td>
</tr>
<tr>
<td>20</td>
<td>0.15</td>
<td>0.01</td>
<td>0.34</td>
<td>2.67</td>
<td>1.0002</td>
</tr>
</tbody>
</table>

### DAX Descriptive statistics

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.18</td>
<td>0.02</td>
<td>0.25</td>
<td>2.67</td>
<td>0.9986</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>0.02</td>
<td>0.26</td>
<td>2.76</td>
<td>0.999</td>
</tr>
<tr>
<td>6</td>
<td>0.18</td>
<td>0.01</td>
<td>0.55</td>
<td>2.97</td>
<td>0.9995</td>
</tr>
<tr>
<td>12</td>
<td>0.19</td>
<td>0.01</td>
<td>0.49</td>
<td>2.7</td>
<td>0.9997</td>
</tr>
<tr>
<td>20</td>
<td>0.19</td>
<td>0.01</td>
<td>0.45</td>
<td>2.72</td>
<td>0.9997</td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistics for variance swap prices

### SP500 Descriptive statistics

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Mean</th>
<th>RMSE</th>
<th>Autocorrelation</th>
<th>Max</th>
<th>R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-0.14</td>
<td>1.01</td>
<td>0.59</td>
<td>5.95</td>
<td>0.68</td>
</tr>
<tr>
<td>3</td>
<td>0.11</td>
<td>0.84</td>
<td>0.57</td>
<td>5.22</td>
<td>0.71</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>0.56</td>
<td>0.51</td>
<td>3.55</td>
<td>0.76</td>
</tr>
<tr>
<td>12</td>
<td>-0.05</td>
<td>0.41</td>
<td>0.56</td>
<td>2.47</td>
<td>0.75</td>
</tr>
<tr>
<td>20</td>
<td>-0.03</td>
<td>0.4</td>
<td>0.75</td>
<td>1.84</td>
<td>0.65</td>
</tr>
<tr>
<td>Average</td>
<td>-0.02</td>
<td>0.61</td>
<td>0.596</td>
<td>5.95</td>
<td>0.71</td>
</tr>
</tbody>
</table>

### DAX Descriptive statistics

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Mean</th>
<th>RMSE</th>
<th>Autocorrelation</th>
<th>Max</th>
<th>R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.28</td>
<td>3.38</td>
<td>0.86</td>
</tr>
<tr>
<td>3</td>
<td>0.14</td>
<td>0.69</td>
<td>0.31</td>
<td>2.69</td>
<td>0.86</td>
</tr>
<tr>
<td>6</td>
<td>0.09</td>
<td>0.51</td>
<td>0.42</td>
<td>1.91</td>
<td>0.86</td>
</tr>
<tr>
<td>12</td>
<td>-0.14</td>
<td>0.51</td>
<td>0.76</td>
<td>1.54</td>
<td>0.87</td>
</tr>
<tr>
<td>20</td>
<td>-0.1</td>
<td>0.62</td>
<td>0.9</td>
<td>1.63</td>
<td>0.86</td>
</tr>
<tr>
<td>Average</td>
<td>-0.04</td>
<td>0.63</td>
<td>0.534</td>
<td>3.38</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 4: Descriptive statistics for variance swap pricing errors
<table>
<thead>
<tr>
<th></th>
<th>Declared BPT results</th>
<th>Correct BPT results</th>
<th>WASC results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP500 DAX</td>
<td>SP500 DAX</td>
<td>SP500 DAX</td>
</tr>
<tr>
<td>Total</td>
<td>10 11</td>
<td>0.77 1.01</td>
<td>0.63 0.89</td>
</tr>
<tr>
<td>Vol Hedging</td>
<td>1.5 2</td>
<td>0.35 0.55</td>
<td>0.27 0.53</td>
</tr>
<tr>
<td>Covol hedging</td>
<td>2.5 3</td>
<td>0.06 0.44</td>
<td>0.15 0.18</td>
</tr>
<tr>
<td>Correlation Hedging</td>
<td>6 6</td>
<td>0.36 0.01</td>
<td>0.21 0.19</td>
</tr>
</tbody>
</table>

Table 5: Detailed decomposition of intertemporal hedging demand on both assets in terms of percent over the myopic strategy

<table>
<thead>
<tr>
<th></th>
<th>SP500</th>
<th>DAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0793</td>
<td>0.0821</td>
</tr>
<tr>
<td>$r_f$</td>
<td>0.0496</td>
<td>0.0411</td>
</tr>
</tbody>
</table>

Table 6: Risk free rate and estimated drift

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_{11}$</td>
<td>0.02359</td>
</tr>
<tr>
<td>$\Sigma_{21}$</td>
<td>0.01505</td>
</tr>
<tr>
<td>$\Sigma_{22}$</td>
<td>0.04762</td>
</tr>
</tbody>
</table>

Table 7: Initial Value for $\Sigma_0$

<table>
<thead>
<tr>
<th></th>
<th>SP500</th>
<th>DAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hedging ratios</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP500</td>
<td>-4.7395</td>
<td></td>
</tr>
<tr>
<td>DAX</td>
<td>3.3667</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Heding demand in the complete market case

<table>
<thead>
<tr>
<th></th>
<th>Incomplete</th>
<th>Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^1$</td>
<td>0.2995</td>
<td>-4.7395</td>
</tr>
<tr>
<td>$\pi^2$</td>
<td>0.1939</td>
<td>3.3667</td>
</tr>
<tr>
<td>$\Pi^{11}$</td>
<td>-</td>
<td>-58.301</td>
</tr>
<tr>
<td>$\Pi^{12}$</td>
<td>-</td>
<td>-77.135</td>
</tr>
<tr>
<td>$\Pi^{22}$</td>
<td>-</td>
<td>53.245</td>
</tr>
</tbody>
</table>

Table 9: Hedging ratios for the assets within the two models.

$\pi^1$ (resp. $\pi^2$) is the hedging ratio for the first (resp. second) asset. $\Pi^{11}$ (resp. $\Pi^{22}$) stands for the hedging ratio for the variance swap on the first (resp. second) asset and $\Pi^{12}$ is the hedging ratio for the covariance swap contract.
<table>
<thead>
<tr>
<th>Scale</th>
<th>Utility\textsubscript{inc}</th>
<th>Utility\textsubscript{comp}</th>
<th>Initial Wealth</th>
<th>(\pi\textsubscript{1\text{inc}})</th>
<th>(\pi\textsubscript{2\text{inc}})</th>
<th>(\pi\textsubscript{1\text{comp}})</th>
<th>(\pi\textsubscript{2\text{comp}})</th>
<th>(\Pi\textsubscript{1\text{comp}})</th>
<th>(\Pi\textsubscript{2\text{comp}})</th>
<th>(\Pi\textsubscript{12\text{comp}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>-0.4182</td>
<td>-3.94E-05</td>
<td>103.01</td>
<td>0.2993</td>
<td>0.1938</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-4.188</td>
<td>-130.8929</td>
<td>98.1149</td>
</tr>
<tr>
<td>0.925</td>
<td>-0.4141</td>
<td>-2.56E-05</td>
<td>127.21</td>
<td>0.2994</td>
<td>0.1938</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-19.0328</td>
<td>-116.2435</td>
<td>85.9255</td>
</tr>
<tr>
<td>0.95</td>
<td>-0.4099</td>
<td>-1.64E-05</td>
<td>157.98</td>
<td>0.2994</td>
<td>0.1938</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-32.9546</td>
<td>-102.4427</td>
<td>74.4179</td>
</tr>
<tr>
<td>0.975</td>
<td>-0.4057</td>
<td>-1.04E-05</td>
<td>197.29</td>
<td>0.2995</td>
<td>0.1939</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-46.0232</td>
<td>-89.4261</td>
<td>63.5402</td>
</tr>
<tr>
<td>1</td>
<td>-0.4013</td>
<td>-6.54E-06</td>
<td>247.77</td>
<td>0.2995</td>
<td>0.1939</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-58.3014</td>
<td>-77.1357</td>
<td>53.2459</td>
</tr>
<tr>
<td>1.025</td>
<td>-0.3969</td>
<td>-4.05E-06</td>
<td>312.89</td>
<td>0.2996</td>
<td>0.194</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-69.8461</td>
<td>-65.5192</td>
<td>43.4929</td>
</tr>
<tr>
<td>1.05</td>
<td>-0.3925</td>
<td>-2.49E-06</td>
<td>397.31</td>
<td>0.2996</td>
<td>0.194</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-80.7089</td>
<td>-54.5291</td>
<td>34.4344</td>
</tr>
<tr>
<td>1.075</td>
<td>-0.388</td>
<td>-1.51E-06</td>
<td>507.27</td>
<td>0.2997</td>
<td>0.1941</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-90.9365</td>
<td>-44.1226</td>
<td>25.4626</td>
</tr>
<tr>
<td>1.1</td>
<td>-0.3834</td>
<td>-9.04E-07</td>
<td>651.2</td>
<td>0.2997</td>
<td>0.1941</td>
<td>-4.7395</td>
<td>3.3667</td>
<td>-100.5714</td>
<td>-34.2603</td>
<td>17.1193</td>
</tr>
</tbody>
</table>

Table 10: Utility and hedging ratios for the two markets when the volatility of volatility matrix \(Q\) is scaled by a factor \(\text{Scale}\).

Scale stands for a scaling factor multiplying the matrix \(Q\). \(\text{Utility}_{\text{inc}}\) resp. \(\text{Utility}_{\text{comp}}\) stands for the expected terminal utility function within the incomplete market resp. the complete market. \(\text{Initial wealth}\) is the initial wealth such that the expected terminal utility function within the incomplete is equal to the expected terminal utility function within the complete market with an initial wealth equal to 1. \(\pi_{1 \text{inc}}\) (resp. \(\pi_{2 \text{inc}}\)) is the hedging ratio for the first (resp. second) asset within the incomplete market. \(\pi_{1 \text{comp}}\) (resp. \(\pi_{2 \text{comp}}\)) is the hedging ratio for the first (resp. second) asset. \(\Pi_{1 \text{comp}}\) (resp. \(\Pi_{2 \text{comp}}\)) stands for the hedging ratio for the variance swap on the first (resp. second) asset. \(\Pi_{12 \text{comp}}\) is the hedging ratio for the covariance swap contract.
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